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Far better an approximate answer to the right question, which is often vague,
than the exact answer to the wrong question, which can always be made precise.
— John Tukey
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THE PATH OF ARTIFICIAL
INTELLIGENCE

my own view



WHERE THE QUALITY OF “ARTIFICIAL INTELLIGENCE”
CAN EXCEED HUMAN INTELLIGENCE!

distance: number of tiles which are not in their correct positions

2 B i

target

the greedy policy of following the minimum distance ... and beyond!
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2007
RAI 3 report on SAILAB challenge on Rubik’s cube
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CRACKING CROSSWORDS

Cracking a crossword
puzzle

L=

Answering all - Filling the ’J
puzzle grid

the clues
Generating for each clue a Putting the best combination
long list of candidate of answers into the grid
answers
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nature > news > article

News | Published: 04 October 2004

Program cracks crosswords

Federica Castellani

Nature (2004) | Cite this article

66 Accesses | 1 Citations | Metrics

Multilingual algorithm uses web to find words.

It's aboon for puzzle addicts and a small leap forward for artificial

intelligence: a computer program that can solve crosswords in any

language.
The program, called Web Crow, reads crossword clues, surfs the Surfthe web to find the
web for the answers and fits them into the puzzle. Computer answer. Credit: © Punchstock

engineers Marco Gori and Marco Ernandes at the University of Siena
in Italy say a prototype should be available by the end of the year.
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Al

THE BREAKTHROUGH OF big collections and
CONNECTIONISM - PDP research group, - computational resources

the wave which supports Al
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THE CONNECTIONIST WAVE



THE CHECKERED STORY OF
BACKPROPAGATION AND BEYOND

Transformers, and generative Al

Bengio, Le Cun, Hinton
the boost of deep learning

kernel machines

PDP wave

Yan Le Cun
Geoff Hinton

Paul Werbos

Bryson - Ho, optimal control

2017

2006-07

1974 1985-86

1968
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GRADIENT

: , complexity
Why not to use classic numerical schemes!? O(M?)

number of weights

de e(wij +h,v,y) —e(w;; +h,v,y)

&

aw,’j ) 2h

—o(a+2h)+8c(a+h)— 80’(6”1””— h)+o(a — 2h) n h*

5)
124 307 @

oW(a) =

uonewixoJidde paseq juiod-om)
uonewixoidde paseq juiod-unoy
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THE “SECRET” OF
BACKPROPAGATION

de AV df IV of,

ow Jdf ow Oeﬁafoaw

outputs
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THE CHAIN RULE

backward term

0x, 0x, 0da; dx, 0O

o __ _ _
gl‘] 8wij 3Cli awi]‘ 8a,-

Y WihXh =5i0x]°
") hepa(i)
forward term

87 1= 0x,/0a;

53 = o’ (a,)
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Backward step

0x dx, day 0X;
50 — 0 — o p— "(a; w '80
: 0a; Z day 0x; 0a; o (@) Z hiCh

hech(i) hech(i)

oV 9V 9q
Bwij - Bai awi]‘

= 0; X “magic factorization”: this is why we have

O(M) floating-point operation!

What about computing the gradient with
billion of weights?

10° vs 108
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BP, BIOLOGICAL PLAUSIBILITY
AND THE ROLE OF TLiX

NeurlIPS 2020 Workshop
on “Beyond Backpropagation”
LOD 2020 Workshop on
Biologically Plausible Learning

14:55- 15:00 Alessandro Sperduti,“Introduction”
15:00 — 15:30 Tomaso Poggio, “lowards new foundations for machine learning”
15:30 — 16:00 Yoshua Bengio, “Equilibrium Propagation”

16:00 — 16:30 Naftali Tishby, “Local Information Bottleneck optimization as a Biologically plausible feedforward learning mechanism”
Coffee Break

16:45-17:15 Pierre Baldi, “The Theory of Local Learning”

17:15 — 17:45 Marco Gori, “Backprop Diffusion is Locally Plausible”

17:45 — 18:15 Cristina Savin, “TBA”
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Francis Crick, 1989

NATURE VOL. 337 12 JANUARY 1989 COMMENTARY B 129

The recent ex A(%nt about neural networks

Francis Crick

The remarkable properties of some recent g{hms for neural networks seemed to promise
a fresh approach to understanding the com onal ropgrties of the brain. Unfortunately most of
these neural nets are unrealistic in important ‘6’

Obviously there should be a unit to com-  We do lJa‘eed see diffuse pathways, such
P ?{E t;he .Outplmf of T}llCht Oume,neuiion as that from the locus coeruleus, but one
Wi © sigha’s Irom e teacher, m order o oh neuron sends much the same signal

to calculate the error (in back-prop nets .
this is done by the computer). Such a set to many parts of the brain, so that the

of neurons, if they exist, should have novel ~ information it can convey is somewhat
properties and would be worth looking limited and certainly would not be enough
for, but there is no sign of back-prop advo-  to control back-propagation. It may of
cates clamouring at the doors of neuro-

scientists, begging them to search for such

neurons.
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Tomaso E@g%lo et al, 2016

For most of the pasgﬁ%a

of BP, it was generally be )t could not be 1m-
plemented by the brain (Crlc ; azzoni, Andersen,
and Jordan 1991; O’Reilly 1996; },{a and Tweed 2012;
Bengio et al. 2015). BP seems to have€ three biologically im-
plausible requirements: (1) feedback weights must be the
same as feedforward weights (2) forward and backward
passes require different computations, and (3) error gradi-
ents must somehow be stored separately from activations.

since the 1nvention
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BIOLOGICAL PLAUSIBILITY OF
BACKPROPAGATION

While argue about BP biological plausibility (the straw)
but we should first argue about static (the beam) neural models!

v = o( 2 wen)

Where is time! Causality?
We are mostly missing physical plausibility!

Reframing learning in time leads to conquer
higher degree of autonomy and consciousness
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‘FORWARD AND BACKWARD WAVES

ICa

BP diffusion

lly plausible
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THE PROGRESS ON WEB SEARCH

[an H. Witten « Marco Gori « Teresa Numerico I n O rie n t al fO l kl O re

dragons not only enjoy

TURATm
0 1341 1029538 0

awesome grace and

beauty, they are
Weaamed

S [ RE 1 endowed with immense

o il
‘ i";\{.“; Inside the Myths . .
e T, " Sren Enaine wisdom. But in the west
A S ‘ echnology

&) @;‘ s they are often portrayed

N
&
9

as evil—St. George
vanquishes a fearsome
dragon, as does Beowulf

—or, sometimes, friendly
—Puff.
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ANY PROBLEM?

® Web dragons
surveils the treasure

% ® The secret paradox

® Privacy issues

—
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GENERATIVE Al: DRAGONS

The milk: it is not just
Web search or GMall ...
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COLLECTIONLESS CHALLENGES

Design Machines which acquire intelligence
solely by environmental interactions W|thouté

recording the processed mformat@

<& o
V@

< 0>

sa1poq d1jqnd JO |0J3U0d J3puU

Beyond

environmental interactions
and the need for conscious actions
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Al

According to Norvig-Russell’s textbook

;\\qu CollectionlessAl 2,
> 2
° %
« %
\\4 4ol
®
Q‘{
Uncertain knowledge any reasoning
Q
o
o)
3 e, ”),))

Y 4
., . &
X, o R &
9.5 % e
e e Vv

Big Data Collections



THE CHALLENGES OF
THE TRANSITION FROM

C N\

Al to A
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SMELLING THE HISTORY OF COMPUTATION
from slide rule to smartphone
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A

CAl

On board intelligence

Collectionless-based
Machine Intelligence
*birth

*|ife

*reproduction
*death

transfer learning ...
evolutionary computation

COLLECTIONLESS Al
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“—
FM

Foundation Models:
Intelligence on the cloud

Collection-based
Machine Intelligence



LLMs: LINGUISTIC ENVIRONMENT

T3 T 2 Tl T 2 T2
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THE MAIN QUESTION

Far better an approximate answer to the right question,
which Is often vague, than the exact answer to the wrong
question, which can always be made precise.

— John Tukey

Learning takes place without accumulation of collections in Nature.
Is it possible to devise collectionless machines to gain intelligent skills
like in nature?
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TOWARDS COLLECTIONLESS Al

Regression

Conversation

teaching &
focus of attention

point-wise
constraints

Logic con-
straints

Classification

Purpose of Life

Environmental
Constraints

Others

Machine
Learning

Life-long
learning

on-line learning

Temporal View Batch-mode

laws of Nature

Parsimony Dropout?

Symbolic
simplicity

Regularization



THE PRE-ALGORITHMIC LEVEL

In.
TR TS AL "i
\ & il Pl pisstnneal i Ul
. “lla; s 4 g

- —

FJUNLVN 40 SMV'1
SWHLIHOD1V

big data and huge computational resources
vs intelligent agents that continuously learn in real-world

role of time (time of physics!)

—

Quality of intelligence:“green deep learning” ... focus on efficiency
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CRUCIAL ROLE OF TEACHING
DEVELOPMENTAL PSYCHOLOGY

( usiNg IT
IS THE HARDEST PART.

%

aic | nobody helps your digestion!
DATA ||°

b

collection-based ML




TIME IS NOT JUST AN ITERATION INDEX!

On-line learning algorithms typically regards
time as an iteration index in the function
optimization (with the dream of batch-mode)

In human cognition, time is interwound with
focussing of attention and active actionss

focusing of attention and teaching involves
computational issues, regardless of the “body”’!



TIME

THE NEW PROTAGONIST OF
MACHINE LEARNING
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FUNCTIONAL RISK OVER TIME

E(f)=ExyV= [ Ve ndpey

e
J

t'..ak‘i‘ﬁg the time out makes the problem more difficult!
Nowadays “artificial static formulations” lead to problems more difficult
than what we directly find in nature
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FROM LOSS TO LAGRANGIAN

& BN =ExyV= [ Vey HdPe.y)
%— 2 x%  approximation over “big data collections”
= 1
S Jom =Jr+ [ dt Lia(t),w(t).u(t)
0 approximation over the “lifespan”
S T
o Vita) = [ dt Lia(®) w(t) ult)
S t
g- cost to go
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TIME IS THE PROTAGONIST OF PHYSICS
Could it be in learning, too!?

From Feynman Lectures

Least Action in Mechanics

s- 15 @) - vl

... thinking of
Least Action in Cognition:
a pre-algorithmic view of (machine) learning
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Stationarity of Action

variation

X dx dn
(W) t2% dt+%

t2 2} i3
55 = m%{(i) - [: g-t-(m %) n(6) dt — ft V) 0 dr

known boundaries ... or transversality conditions

5 d’x
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Stationarity of Action (con’t)

d*x

t2
58 = ft | [-—-—m = V’(g):l n(t) dt

[ F(t) n(t)dt = 0.

Fundamental Lemma of variational calculus

x|

Euler-Lagrange equations
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NATURAL LAWS OF COGNITION:A Pre-Algorithmic Step

Natural Learning Theory \~» Mechan-
ICS

Wi J\ﬁ qi
wi N\ i

Vj J\/_)Pi

A(w) N~ S(q) 35 \0
F(t,w,w) N\ L(t,q, 61)430 Q

H(t,w, v) J\,—) H(t,q, p)

Remarks
W 3 'gre Interpreted as generalized coor-

@‘Parlatlons are interpreted as gener-

0{ a|IZ€3\§e|OCI’[IeS
?Ks conjugate momentum to the weights is

efined by using the machinery of Legendre
ransforms.

The cognitive action is the dual of the action
In mechanics.

The Lagrangian F is associated with the
classic Lagrangian L in mechanics.

When using w and v, we can define the
Hamiltonian, just like in mechanics.




Learning and Optimality

Principle of Optimality: An optimal policy has the property
that whatever the initial state and initial decision are, the
remaining decisions must constitute an optimal policy with
regard to the state resulting from the first decision. (See

Bellman, 1957, Chap. lll.3.)

Principle of Causal Optimality: An optimal causal policy has
the property that, at a given time, the past decisions cannot be
changed. The decisions are based on the current state and the
information available at that time.
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LINKS WITH MECHANICS

Causal Optimization and Dissipation

regularization term loss term
L(x,v,s) E M (S ) + E Gils (s),s)
(%J)EV2 g €0
laws of learning
laws of mechanics
1

L(z,v) = §m212 + vV (x)

kinetic energy potential energy
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